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THE WATERSHED YEARS OF 1958–1962 IN
THE HARVARD PIGEON LAB
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During the years 1958–1962, the final years of support by the National Science Foundation for B. F.
Skinner’s Pigeon Lab in Memorial Hall at Harvard University, 20 or so pigeon experiments (plus
some with other organisms) ran concurrently 7 days a week. The research style emphasized experi-
mental analyses, exploratory procedures, and the parametric exploration of variables. This reminis-
cence describes some features of the laboratory, the context within which it operated, and the
activities of some of those who participated in it.
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The years 1958–1962 marked the final
years of support by the National Science
Foundation for B. F. Skinner’s Pigeon Lab in
Memorial Hall at Harvard University. The Pi-
geon Lab of the time was a component of
what was essentially a Department of Experi-
mental Psychology, with the main strengths of
that department residing in the two areas of
psychophysics and behavior analysis. Other
psychological specialties were housed else-
where, in the Department of Social Relations.
Skinner allowed those working in the lab sub-
stantial initiative, and at any time 20 or so
pigeon experiments were simultaneously run-
ning 7 days a week. The lab also supported
research in other locations and with other or-

In any reminiscence, one risks errors and omissions.
The risk grows when some of the parties are no longer
available to present their own versions. Wherever possi-
ble, I’ve tried to check my recollections against contem-
poraneous records, but too often such checking was not
feasible. My main hope is that my enormous indebted-
ness both to my teachers and to my colleagues comes
across clearly and strongly.

The photographs in Figures 2 through 5 were taken
on the same day as the photograph labeled ‘‘In the lab-
oratory with Richard Herrnstein’’ in Skinner (1983,
fourth photograph in the picture section inserted be-
tween pages 218 and 219). The photograph in Figure 6
was taken on the same day as the one labeled ‘‘Pigeon
Staff meeting’’ in Skinner (1983, seventh photograph in
the same picture section); in the latter, an individual
standing next to Bea Barrett is misidentified as Peter
Dews.

The full script and a tape recording of the dress re-
hearsal for the skit, ‘‘Psycho City Saga,’’ are deposited
with the Archives of the History of American Psychology
at the University of Akron.

For reprints, write the author at the Department of
Psychology, UMBC, 1000 Hilltop Circle, Baltimore, Mary-
land 21250 (e-mail: catania@umbc.edu).

ganisms, so that along with experimental
analyses and parametric explorations of
schedules of reinforcement it included appli-
cations to such other areas as psychophar-
macology, physiological processes, ethology,
and the beginnings of experimental ap-
proaches to verbal behavior. Skinner’s last
grant proposal to the Foundation, which sum-
marizes some of the history of the laboratory
and some of its research directions, appears
in Appendix A.

During those watershed years, the emerg-
ing schism between cognitive psychology and
behavior analysis widened with George A.
Miller’s departure from the Department of
Psychology to become, with Jerome Bruner,
one of the founders of the Center for Cog-
nitive Studies. By the end of Skinner’s grant
in 1962, plans were well under way to move
the Department of Psychology from Memo-
rial Hall to the soon-to-be-constructed Wil-
liam James Hall and thence to merge with the
Department of Social Relations. Interaction
between the two departments was relatively
limited during those years, though in psy-
chology there was occasional discussion of ac-
tivities in the other department, such as re-
search with drugs that Timothy Leary was said
to be conducting with some Harvard under-
graduates.

In the fall of 1958, Richard J. Herrnstein
had arrived as an assistant professor. As was
expected of a new faculty member, he main-
tained his own independent laboratory. After
Skinner formally removed himself from in-
volvement in the Pigeon Lab at the end of
the spring semester in 1962, the center of
gravity of new work with pigeons shifted from

mailto:catania@umbc.edu
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Fig. 1. Memorial Hall floor plans. The Pigeon Lab was located in a cluster of rooms at the lower left (Rooms
127–132). Skinner’s office was probably Room 126; the room where he and Ferster prepared the figures for Schedules
of Reinforcement was probably Room 133. As a graduate student, Catania had a study carrel in Room 124.

experimental to quantitative analyses, espe-
cially in support of Herrnstein’s matching law
research (Herrnstein, 1970).

The Place and the Time

The Psychological Laboratories were locat-
ed in the basement of Memorial Hall, a mon-
umental Victorian Gothic building just north
of Harvard Yard that had been constructed
in 1870 to honor Harvard alumni who had
died in the Civil War. The Psychoacoustic
Laboratory, under the direction of S. S.
(Smitty) Stevens, came to be housed at the
east end of the basement in 1940. Other psy-
chology laboratories that had been scattered
in various Harvard facilities were brought
into the rest of the basement in 1946–1947.
A floor plan of the basement (along with
some upper floor teaching areas used for un-
dergraduate courses) is shown in Figure 1
(Stevens & Boring, 1947).

The Department of Psychology had its own
shops, its own library stocked with relevant
journals and a large book collection, and a
seminar room that served not only for cours-
es, colloquia, and faculty meetings but also

for informal meetings such as those of the
pigeon staff. A graphics room included draft-
ing tables where one could prepare data fig-
ures in India ink and then label them using
a Leroy lettering set, and a calculator room
included several electric machines where one
could extract square roots, calculate correla-
tions, or derive the weightings of the factors
revealed by a factor analysis.

Those in the laboratories interacted with
the greater Harvard environment in various
ways, often but not always to mutual benefit.
Sanders Theatre was situated in the east end
of the building. The concerts regularly held
there could be heard in many areas below.
The circuit box for the theatre was located in
a small basement room where, some time in
the early 1950s, a graduate fellow had main-
tained a rat laboratory devoted to studies of
interresponse-time reinforcement. On the
stormy evening of a notable conductor’s fare-
well concert in Sanders Theatre, the fellow is
said to have hung a wet raincoat from the
handle of the circuit breaker. Looking up
when the music from above abruptly stopped,
he saw his coat on the floor. Its weight had
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pulled down the lever and cut power to the
concert hall. The story goes that he turned
the power back on and immediately proceed-
ed to a hiding place at the other end of the
building where he remained for the rest of
the night.

A large auditorium used for varied func-
tions was located above the western end of
the basement. On evenings when the sched-
uled function was folk dancing or some sim-
ilarly lively activity, the ceiling tiles and light
fixtures mostly withstood the thumping from
above, but many of the human occupants be-
low migrated to other environments: the
Brattle Theater for foreign films (e.g., Eisen-
stein’s Alexander Nevsky or Bergman’s The Sev-
enth Seal), or late-night haunts where Joan
Baez sang while the audience consumed ex-
otic teas such as Lapsang Souchong. Other
major events occasionally lured those in the
laboratories away from their Memorial Hall
environs, as when graduate students located
a television set (small screen and not yet in
color) where they could watch the Kennedy–
Nixon debates or presidential election re-
turns together.

Those were the days of attempts by NASA
to catch up with the Soviets after the launch
of their first orbiting satellite (Sputnik), the
construction of the Berlin Wall, Freedom Rid-
ers fighting for desegregation in Birmingham
and elsewhere in the American South, Fidel
Castro’s overthrow of Batista in Cuba and the
later failed Bay of Pigs invasion, the continu-
ing domination of Soviet biology by Lysen-
koism under Nikita Krushchev, the begin-
nings of the Beatnik movement inspired by
Jack Kerouac, and the reversal by a Federal
Court of Appeals of a postal ban on D. H.
Lawrence’s Lady Chatterley’s Lover. Such mat-
ters were noted but typically seemed remote
from the daily concerns of the aspiring grad-
uate students in Memorial Hall.

Distinguished scientists, as visitors or in res-
idence, were taken for granted. After collo-
quia by Hartline or Ratliff or Hubel or Har-
low, among many others, a group of students
and faculty members often proceeded with
the colloquium guest to the MIT Faculty Club
for drinks and then into downtown Boston
for dinner. When Noam Chomsky visited to
give his colloquium, he talked about transfor-
mational grammars but did not mention his
impending review of Skinner’s (1957) book

on verbal behavior (Chomsky, 1959; cf. Ca-
tania, 1997a).

A student who walked the basement halls
late in the evening might encounter Georg
von Békésy, emerging from his laboratory on
the north side of the basement to pace the
corridors quietly while lost in thought. Békésy
had routinely declined requests to give col-
loquia in the department, until one year
when the graduate student in charge of col-
loquium invitations sent a formal one to him
through the U.S. mails rather than by ap-
proaching him in person or placing the mes-
sage directly in his departmental mailbox. In
spite of the prominence of his research on
audition, he had not been promoted from as-
sociate to full research professor at the time
he received his Nobel Prize in 1961, and
though Harvard later promoted him he even-
tually resigned and took a position at the Uni-
versity of Hawaii.

Skinner’s office was located on the south
side of the basement (probably Room 126).
Herrnstein’s office and lab were also located
on the south side, but closer to the center of
the building. The rooms further along the
south side, opposite the machine and wood
shops, belonged to the department chair, Ed-
win B. Newman, and the departmental sec-
retary, Esther Mahr. The secretary’s office in-
cluded a wall chart showing each graduate
student’s progress through courses, exami-
nations, language requirements, and other
hurdles toward the degree (the confidential-
ity of grades and other student records was
not an issue in those days). In the hallway
nearby was a series of wall plaques showing
by year and name all of the PhDs awarded by
the department up to that date.

Graduate students had their own individual
study carrels (e.g., in Rooms 124 and 134),
so the laboratories were almost always active.
With apparatus work, study, data analysis, and
discussion often lasting well into the night,
some graduate students occasionally worked
so late that on leaving the laboratory they met
others on their way in to start the morning
round of pigeons.

The Pigeon Lab was located in several in-
terconnected rooms in the southwest corner
of the Memorial Hall basement. One entered
the lab through a large room with work-
benches, tools, and equipment (probably
Room 127 in Figure 1, but with a different
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Fig. 2. Pigeon housing. Details in text.
Fig. 4. Relay racks and cumulative recorders in Room

129. Note the variety of electromechanical devices on
each rack and the spaghetti-like snap leads that were
used to wire up experimental control circuitry.

Fig. 3. Two-key pigeon chamber, about 1960. Note
the insulated outer shell, the buttons for testing, and the
wall-hung speaker for presentation of masking noise.

Fig. 5. Relay racks in Room 129 (another perspec-
tive). The relay racks facing the camera in Figure 4 are
here partially visible on the left.

configuration of connecting doors than the
one shown in that 1947 floor plan). Adjoin-
ing areas included pigeon housing, experi-
mental chambers, and control equipment. Pi-
geon housing consisted of custom-made
wooden cages with mugs for water and plastic
cups for food and grit, as shown in Figure 2
(these pigeons, wearing goggles that allowed
one or the other eye to be covered, were sub-
jects in an experiment on interocular trans-
fer; Catania, 1965). The experimental spaces,
illustrated by the two-key chamber in Figure
3, were enclosed in large sound-proofed box-
es. The buttons next to each chamber were
for testing the lamps, feeder, and other
equipment before the start of an experimen-
tal session.

The most characteristic feature of the
rooms that contained the control equipment
was the incessant noise of cumulative record-
ers, relays, stepping switches, and other de-
vices. Figures 4 and 5 show two views of some
of the relay racks. Both pictures were taken
from the same spot in Room 129. In Figure
4, Room 130 (unseen) is on the right; in Fig-
ure 5, the door to Room 130 is straight
ahead. At the time the pictures were taken,
Rack 7 (to the right of the cumulative re-
corder rack, with the number 7 in chalk) was
devoted to the variable-interval (VI) sched-
ules eventually reported in Catania and Reyn-
olds (1968), Rack 11 was devoted to studies
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of interocular transfer (the small plastic cup
mounted on the lower left of that rack con-
tained the caps used to cover one or the oth-
er eye of each pigeon in that experiment; Ca-
tania, 1965), and Rack 17 was devoted to
studies of concurrent schedules reported in
Catania (1963a, 1963b).

Each relay rack included electromechani-
cal control equipment, usually devoted to a
single experiment. As procedures became
more complex, equipment sometimes ex-
tended to adjoining racks. Almost all racks
had attached cumulative recorders, and some
that involved more than one response or con-
dition had two or more. The relays, timers,
steppers, programmable counters, and other
equipment on the face of the rack were some-
times supplemented with VI timers or vari-
able-ratio steppers hung from the sides of the
racks. These devices used punched holes in
motor driven loops of sprocketed film leader
to arrange variable sequences of events (VI
timers are mounted on both sides of Rack 8
in Figure 4).

A cable ran from a control panel on the
rack to a corresponding chamber in another
room. The control circuits on each rack were
wired using snap leads of varying lengths.
The snaps at each end of each wire could be
snapped onto studs, the electrical connec-
tions on the various equipment panels on the
rack. Where several wires had to run to a par-
ticular contact, the snaps could be stacked to
create the multiple connection. This made
the design of the circuitry for a particular
procedure far more efficient and flexible
than would have been the case if it had been
necessary to hard-wire circuits with a solder-
ing iron. Snap leads were prepared using
wires of different colors, to make it easier to
see where each one went during the modifi-
cation of procedures or when troubleshoot-
ing was required. Special-purpose snap leads
sometimes included other electrical compo-
nents, such as capacitors or diodes. Commer-
cial electromechanical equipment designed
for operant research was not yet common-
place, and most circuits involved 120 V AC
and 24 V DC on neighboring poles of relays.
Sometimes during the design of an experi-
mental condition the easiest way to tell
whether a contact used AC or DC was to
brush one’s fingers lightly across it.

Various switches and buttons on the racks

allowed convenient switching among differ-
ent conditions if, for example, different birds
within a particular chamber were to be ex-
posed to different values of some variable. A
good deal of attention was given to minimiz-
ing human error, as by adding circuitry that
did not allow an experiment to be started un-
less appropriate switches had been moved to
new positions.

Despite the automation, much of the work
had to be done by hand. Cumulative records
had to be labeled, data accumulated on coun-
ters had to be entered on data sheets, coun-
ters had to be properly reset when recording
was done, and settings of timers and switches
and other devices had to be checked against
the protocols for each experiment before and
after the running of each organism (clip-
boards for data sheets and cards with proto-
col instructions can be seen hanging on or
near most relay racks in Figures 4 and 5). The
animal caretaker, Mrs. Antoinette C. Papp,
with one or more assistants, got birds into
their chambers, weighed them before and af-
ter sessions, and so on. Special attention was
given to checking each bird’s leg-band every
time it was handled, to avoid getting birds in
different procedures mixed up. Over the
years, the procedures of the Pigeon Lab had
become fine tuned and well orchestrated. Al-
though Skinner occasionally asked those
working in the lab to design apparatus or ex-
perimental conditions for him (e.g., Reynolds
& Skinner, 1962), by 1958 his participation in
the lab was mostly via the pigeon staff meet-
ings; almost all of the ongoing experiments
had been initiated either by postdoctoral staff
or graduate students.

The People

I first saw the Harvard Pigeon Lab in the
fall of 1957, while I was still a student at Co-
lumbia. Encouraged by Fred Keller and Nat
Schoenfeld, I applied to the graduate pro-
gram in the Department of Psychology at
Harvard and visited Cambridge for an infor-
mal interview. I met B. F. Skinner somewhere
in Harvard Yard and as we walked together
to Memorial Hall it began to rain. I was with-
out an umbrella and there was no realistic
way for Skinner to share his with me, so we
made our way awkwardly across the Yard with
his umbrella tipping first one way and then
another. We talked, mostly about teaching
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Fig. 6. Pigeon staff meeting. Seated from left to right
are Mike Harrison, Bea Barrett, George Reynolds, and
Charles Catania; walking behind George Reynolds is Rog-
er Kelleher. Skinner is standing at the right, and the seat-
ed figure behind him is probably Dick Herrnstein.

machines, in the room (probably Room 133
in Figure 1) in which he and Charles B. Fers-
ter had prepared the figures for Schedules of
Reinforcement (Ferster & Skinner, 1957). The
interview must have been reasonably satisfac-
tory, because I returned to Cambridge the
next year as a student in the program.

My graduate class, consisting of 12 entering
students, was said to be the largest in the his-
tory of the department up to that time. It in-
cluded Harlan Lane, an undergraduate psy-
chology major from Columbia, and George S.
Reynolds, from the undergraduate program
in the Department of Social Relations at Har-
vard. Herbert S. Terrace arrived with an un-
dergraduate background in perception from
Cornell. Others from that class and from
overlapping ones before and after were Gor-
don Bermant, Dale Brethower, Jerry Hogan,
Neil Peterson, Paul Rozin, and, from Austra-
lia, Peter van Sommers. Marc Richelle from
Belgium and Hannes Eisler from Sweden
were visitors to the laboratories during those
years.

Richard J. Herrnstein, newly arrived as an
assistant professor and just starting up his
own laboratory, participated extensively in
discussions with graduate students. Skinner’s
frequent travel and his work routine made
him less available, and we students, often in-
tensively competitive, probably learned more
in debates with each other than in our formal
course work.

Another resource was the pigeon staff
meeting, with the frequent participation of,
among many others, Peter B. Dews, William
H. Morse, and Roger T. Kelleher from Har-
vard Medical School and Michael Harrison
from Boston University. A photograph taken
at a pigeon staff meeting is reproduced in
Figure 6. The topics covered often extended
to other areas; for example, discussions of
teaching machines with James Holland, or
physiological issues with John Falk, or human
operant research with Eugene Long, and
Skinner provided occasional reminders of
work that had been presented in earlier years
(e.g., Og Lindsley’s research on the behavior
of psychotics). Cumulative recorder paper
came in large rolls that accommodated weeks
of daily records, so when cumulative records
were involved, discussions sometimes moved
out into the hallways where substantial

lengths of records could be rolled out on the
floor for examination and comment.

Some time before my class arrived, Lewis
R. Gollub had taken over the direction of the
Pigeon Lab from Charlie Ferster. In part of a
graduate practicum course, Lew assumed re-
sponsibility for teaching each new class of
graduate students how to conduct small-scale
operant studies, setting us up with older
chambers around the periphery of the lab.
He conducted informal sessions in the design
of switching circuits and organized groups of
graduate students for the assemby of relay
panels, stepping switches, timers, and other
equipment for use in the lab. An important
resource was Keister, Ritchie, and Washburn
(1951; see also Catania, 1972). Symbolic logic
had immediate practical applications in the
design of switching circuits, as we translated
AND relations into series circuits and OR re-
lations into parallel ones (the expertise ac-
quired then would continue to serve many of
us well long after, when the same logical re-
lations eventually became manifested in as-
sembly language and then higher order com-
puter programs).

In conducting their experiments, students
were responsible for all the details of pro-
gramming and recording, and one invaluable
lesson was that small differences in contin-
gencies that might depend on subtle features
of a circuit design could have substantial be-
havioral effects. Experimental analysis was of-
ten demanded even in the early stages of put-
ting new procedures together.

Students in the practicum course who were
conducting their first experiments in the lab
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used horizontal racks similar to the one
shown in Ferster (1970, Figure 1; also this is-
sue). Occasionally they found that their pro-
cedures were not working properly. Rumor
spread that when no one was watching Lew
Gollub switched connections or removed
snap leads to give students practice in trou-
bleshooting apparatus failures. But more like-
ly the problems arose because the students
were novices using older equipment. The op-
portunity to switch to vertical racks such as
those shown in Figures 4 and 5 was an im-
portant step up, and the privilege of moving
one’s research into the racks of the Pigeon
Lab proper was especially prized, not least be-
cause many of the routine chores of running
the experiments were taken over by Mrs.
Papp and her staff.

The department was supposed to include
all aspects of experimental psychology, but
with the recent departure of Philip Teitel-
baum representing physiological psychology
and the sabbatical and then departure of
George Miller representing cognitive psy-
chology, the main foci of the laboratories
were the Pigeon Lab at the west end and psy-
chophysics under the direction of S. S. Ste-
vens at the other. Students gravitated toward
one or the other of these research areas, of-
ten with the assumption that it would not be
wise to attempt substantive work in both si-
multaneously. That proved not to be the case,
and Lane, Reynolds, and I, among others,
were able to publish research in both areas,
sometimes with either Stevens or Skinner as
a coauthor (e.g., Lane, Catania, & Stevens,
1961; Reynolds, Catania, & Skinner, 1963).

Occasionally one line of research intruded
on the other. For example, research on visual
dark adaptation required the wearing of red
goggles for half an hour or more before the
experiment proper. Those who were recruit-
ed as subjects in that experiment and hoped
to use the time productively by examining
emerging cumulative records in the Pigeon
Lab were disconcerted to learn that they
could not do so. The cumulative recorder ink
was red, so the red goggles made the records
invisible.

The competition between the two ends of
Memorial Hall was especially manifested in
an ambitious Christmas skit in December
1959, in which the two main characters were
caricatures of Stevens and Skinner. Called

‘‘Psycho City Saga’’ and subtitled ‘‘An Eliza-
bethan Psychological Western,’’ the skit was
set in a western town bossed over by a pow-
erful sheriff, Smutty Smitty, who bullies the
townsfolk into serving as subjects in his psy-
chophysical experiments. One day a preach-
er, Filthy Freddy, arrives to convert the towns-
folk to his utopia, based on reinforcers
derived from psychopharmacology. In the
subsequent struggle, Filthy Freddy entices his
adherents with a song, ‘‘What Is Psychology
to Me’’ (the lyrics of some songs from ‘‘Psy-
cho City Saga’’ are provided in Appendix B).

Later, Filthy Freddy advocates an alterna-
tive to gunplay, in ‘‘You Can’t Make a Law
with a Gun.’’ But he and Smutty Smitty end
up in a gunfight nevertheless, and one of the
townsfolk, Gentle Julius (this character has
Herrnstein’s middle name), is killed when he
tries to intervene. He had been dedicated to
Psycho City, earlier singing ‘‘Home, Home in
the Lab.’’ In remorse, Smutty Smitty and
Filthy Freddy reconcile their different ap-
proaches in a song, ‘‘Maybe We Both Can Be
Right.’’ Upset by their duplicity, the remain-
ing townsfolk turn on their leaders and then
on each other, until only the piano player,
Jelly Roll von Békésy, is left. Then the entire
cast is revived to sing the grand finale, ‘‘Psy-
cho City’’ (sung to the tune of ‘‘Oklahoma’’).

‘‘Psycho City Saga’’ was collaboratively writ-
ten, produced, and performed by a group of
a dozen or so graduate students and spouses
of graduate students. Skinner enjoyed the
production enough that when he learned
that a tape recording of the dress rehearsal
was available, he asked to listen to it (he left
at the start of the ‘‘Maybe We Both Can Be
Right’’ number). In researching his biogra-
phy of Skinner, Bjork (1993) found a copy of
the script in Skinner’s files. Instead of rec-
ognizing it as Skinner’s souvenir of a student
production, he reprinted Filthy Freddy’s
song, ‘‘What Is Psychology to Me,’’ in the bi-
ography and attributed authorship of the en-
tire script to Skinner. It is difficult to imagine
Skinner penning some of those lines (espe-
cially the scatological ones).

Somewhere along the way, some in my class
began an informal competition, never quite
stated explicitly, in which the objective was to
demonstrate experimentally that Skinner had
erred about something. Harlan Lane, for ex-
ample, noted the treatment of animal cries as
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respondent behavior in Skinner’s appendix
to Verbal Behavior (Skinner, 1957, pp. 462–
470), so he reinforced chicks’ vocalizations
and brought them under the control of
schedules. The research eventually became
his doctoral dissertation (Lane, 1960). Pre-
sumably part of our mutual socialization as
graduate students was to demonstrate to each
other that we were not intimidated by our
mentor.

My own opportunity came relatively late,
when I became responsible for preparing the
animal demonstrations for Skinner’s under-
graduate course, Natural Sciences 114. The
content had become well established over se-
mesters and Skinner left most details to us.
Ogden Lindsley’s show was legend. He was
said to have entered the classroom with his
arms outstretched, one pigeon perched on
each wrist and a third on his head. One of
the three birds was dyed red and another
blue. On the front desk stood a pigeon panel
without an enclosure. Each pigeon took a
turn being released onto the desk, walking
over to the panel and pecking the key ac-
cording to a different schedule. The colors
helped the students keep track of which pi-
geon and schedule was which.

I was more conservative when my oppor-
tunity came. My birds, undyed, worked within
the confines of a demonstration chamber
with clear plastic walls. When one bird I had
started with happened to flap vigorously
while facing the feeder, I recalled that Skin-
ner had said that such wing flapping was an
emotional response not susceptible to rein-
forcement. I decided to try reinforcing the
flapping with food deliveries. I was teaching
my first course, an undergraduate section in
comparative psychology, and had just learned
about avian wing muscles while preparing lec-
tures on animal locomotion. The two modes
of avian flight are the energetic flapping that
gets birds off the ground and up to air speed,
and sustained flight with wings outstretched
as airfoils, with movement mostly restricted to
the ends of the wings where the tips of the
feathers change orientation as the wings
move up and down so as to provide forward
thrust. The breast muscles that drive the en-
ergetic takeoff flight, low in myoglobin, fa-
tigue rapidly. The muscles of sustained flight,
like postural muscles, are richer in myoglobin
and less subject to fatigue. Pigeons that can-

not reach air speeds that allow them to switch
from effortful flapping to the less demanding
sustained flight can fly around for only a min-
ute or two before alighting. In brief sessions
over the next few days, always stopping before
flapping began to fatigue, I established fixed-
ratio wing flapping.

On the day of the demonstration, several
birds went through their paces, illustrating
superstition and schedule control and simple
discriminations. Then I placed the last bird
in the chamber and demonstrated the fixed-
ratio wing flapping, complete with postrein-
forcement pauses and high-rate runs. I quit
after a few ratios and briefly outlined the sig-
nificance of the bird’s muscle physiology,
closing with the comment that now that we
could reinforce wing flapping our next proj-
ect would be to teach the bird to fly. Skinner,
unflappable, picked up his lecture from
there. The only sign of disapproval was his
quiet comment after the class that I should
have told him my plans for the demonstra-
tion ahead of time. He would not argue with
data, so he had no problem with the rein-
forcement of wing flapping.

A rare occasion on which some of us saw
Skinner upset occurred soon after the death
of his friend and Harvard colleague, Percy W.
Bridgman, in August 1961. Bridgman was a
Nobel laureate who had pioneered the appli-
cation of operationism to measurement in
physics. He had been gradually losing his
memory and his intellectual capacities (per-
haps from Alzheimer’s disease), and he shot
himself in a shed behind his home. Bridgman
had earlier shown Skinner a letter that he
had written so that it could appear in the
newspapers along with his obituary. In it he
argued for dignity in dying and criticized the
practices that drove him to end his life in a
way that he knew would distress his family
and others. Skinner was moved not only by
the death but also by the family’s suppression
of Bridgman’s letter, which was not pub-
lished.

The Work

Any summary of the research of the Pigeon
Lab would involve serious omissions if it were
restricted only to the pigeon work, because
studies with other organisms were typically al-
ways in progress. Rats and appropriate equip-
ment such as levers and running wheels were
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at hand, and ample resources were available
for experiments with new organisms. While
Lane (1960) worked with chick vocalizations,
van Sommers examined schedule control by
access to air as a reinforcer for the responses
of submerged turtles. Peterson (1960, 1962)
began to study both monochromatic rearing
and imprinting in ducklings (he found that
responses shaped on the first day after hatch-
ing were forgotten on the next day, but not
so if the ducklings were a little older at the
time of shaping), and I managed an experi-
ment on human operant behavior (Catania
& Cutts, 1963).

Lew Gollub was winding down his work on
chained and related schedules (Gollub,
1977), preparatory to his move to the Uni-
versity of Maryland at College Park in 1960.
I had the good fortune to be appointed his
successor as the research fellow supervising
the Pigeon Lab. Gradually current graduate
students took over the chambers that he and
others were vacating.

The lab provided graduate students with
opportunities to move in various directions,
and some of us tried to block out specific ar-
eas with which we might become identified.
For example, Herb Terrace ran some exper-
iments that demonstrated phenomena the
significance of which would later be recog-
nized by others in studies of fading (Sidman
& Stoddard, 1967), autoshaping (Brown &
Jenkins, 1968), and differential attention to
discriminative stimuli (Dinsmoor, 1995), but
at the time Terrace interpreted his findings
primarily in terms of discrimination learning
with and without errors (Terrace, 1963),
which Skinner saw as potentially relevant to
teaching machines.

I became fascinated with one set of find-
ings that suggested that Parkinson’s law
(‘‘work expands to fill the time available for
its completion’’) applied to the behavior of
pigeons as well as people (Catania, 1962).
Skinner had meanwhile urged me to write up
my work on interocular transfer as my doc-
toral dissertation, to demonstrate an appli-
cation of behavior analysis to physiological is-
sues, but I preferred something more in the
operant mainstream. My first attempt at a dis-
sertation was pretentious: an essay on the
concept of inhibition in the analysis of be-
havior followed by a brief report of an exper-
iment. My manuscript was informally re-

turned to me, and I was told that instead of
revising I should seriously consider writing a
new one devoted primarily to experimental
findings. In November 1960 I defended a
complex analysis of behavioral contrast within
concurrent schedules that ruled out interpre-
tations in terms of generalized emotional ef-
fects (Catania, 1961). I returned later to the
issue of inhibition, arguing by analogy with
physiological systems that it made more sense
to think of each reinforcer as inhibiting the
responding engendered by other reinforcers
than to think of extinction and related pro-
cesses as inhibitory (Catania, 1969, 1970; Ca-
tania & Gill, 1964).

George Reynolds and I found early on that
we had many common interests, and we be-
gan trading off on the running of each oth-
er’s experiments well before we were each
able to move our research into the Pigeon
Lab. Although he favored multiple schedules
(Reynolds, 1961) and I favored concurrent
schedules, we were converging on similar re-
search questions. Before we completed our
degrees we knew that we would both be con-
tinuing in the department, he as a lecturer
and I as a postdoctoral research fellow, so we
initiated a series of collaborative experiments,
supplementing our experimental analyses
with the parametric exploration of schedule
variables. We saw the possibility of that ‘‘the-
ory in another sense’’ that Skinner had de-
scribed in the conclusion of ‘‘Are Theories of
Learning Necessary?’’ (Skinner, 1950), and
we took to heart the lessons of Skinner’s
(1956) case history in scientific method. But
we did not appreciate how quickly afterwards
research agendas would come to be dominat-
ed by quantitative rather than experimental
analysis, as Skinner had warned in his paper
on the flight from the laboratory (Skinner,
1959). Some years later, ‘‘The Flight from Ex-
perimental Analysis’’ would seem an appro-
priate title for a critique of some of the fea-
tures of quantitative analysis (Catania, 1981).

Skinner occasionally awarded those who
worked in the Pigeon Lab with an honorary
degree of Doctor of Cumulative Recording,
and George and I both received one. The de-
gree (see Figure 7) was scratched into an
original of one of the smoked drum (kymo-
graph) records Skinner had obtained during
the early years of his research, as reported in
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Fig. 7. A Doctor of Cumulative Recording degree,
scratched onto an early cumulative record that had been
produced on a smoked drum (see Skinner, 1956).

papers he published during the 1930s and in
The Behavior of Organisms (Skinner, 1938).

George’s and my remaining time in the Pi-
geon Lab was a period of intense activity. Our
most ambitious project was a systematic anal-
ysis of VI schedules, in which responses be-
come eligible to produce reinforcers at vary-
ing times after some event. We saw the
schedule as important because it minimized
the interaction of response rate with rein-
forcement rate. As long as response rate ex-
ceeds some minimum value determined by
the shortest possible interreinforcement in-
terval in the schedule, reinforcement rate
does not vary appreciably with response rate.
That made VI schedules of practical as well
as theoretical interest, because they had be-
come schedules of choice for generating cer-
tain kinds of behavioral baselines. We had
also been studying fixed-interval (FI) sched-
ules, and once we began to see those sched-
ules as superimposing an additional process,
temporal discrimination, on the maintenance
of behavior by reinforcers (e.g., Reynolds &
Catania, 1962), we came to see VI schedules
as behaviorally simpler than FI schedules
even though the details of their program-
ming were more complex.

The successive occasions on which respons-
es could produce VI reinforcers were usually
arranged by punched tapes driven past a
sensing switch (see the VI timers mounted
near the top on each side of Rack 8 in Figure
4). Our main technical innovations were sub-
stituting a stepping motor for the continuous
tape drive, so we could synchronize our re-
cording circuitry with the intervals on the
punched tape, and designing our schedules
explicitly in terms of reinforcement probabil-
ity as a function of elapsed time, by analogy

with Anger’s (1956) statistic of interresponse
times per opportunity.

One valuable legacy from my undergradu-
ate days at Columbia was Nat Schoenfeld’s
recommendation that one can learn much
more from parametric studies that sample ex-
treme values along a continuum than from
those that sample an equal number of values
that lie relatively close together (Catania,
1997b). George and I sketched out an exper-
imental space of parameter values to be ex-
plored. Because session durations varied with
schedule parameters, one of our more diffi-
cult problems was that of ordering the values
studied for different pigeons so that all could
be run within the available time. Sessions ran
daily from June 1960 to May 1962, including
weekends and holidays.

Technical issues became interwoven with
theoretical ones. For example, the scheduling
of interreinforcement intervals by a loop of
tape with holes punched in it meant that a
finite sequence of intervals would be repeat-
ed over and over. We did not know whether
the behavior of our pigeons would be sensi-
tive to such sequential patterning, but we did
not have any obvious way to reconcile ran-
dom reordering of the intervals with the
manageable recording of response rates in
separate temporal cells following each rein-
forcer. Furthermore, the minimum interrein-
forcer interval was dictated by the minimum
spacing that would allow a switch to throw
completely as its sensor cleared one hole and
then fell into the next. Probability generators
in combination with electronic timers would
eventually allow those problems to be solved.

Another equipment artifact with profound
implications was the stopping of the VI pro-
gramming tape each time a punched hole
was sensed. This set up a reinforcer for the
pigeon’s next peck, and the tape started up
again only after that reinforcer had been de-
livered. Without this arrangement, the next
hole in the tape could move past the sensor
without detection, allowing reinforcers that
should have been scheduled to be lost. But
stopping the tape adds time to an interrein-
forcer interval, allowing obtained rates of re-
inforcement to differ from scheduled ones.
Circuits that would have saved each setup for
the next peck even while the VI program-
ming tape continued to run would have been
unwieldy. Add-subtract steppers might have
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provided a solution, with each setup moving
the stepper up one step and each reinforcer
moving it back down, but add-subtract step-
pers were expensive and hard to come by.
Nevertheless, such arrangements for saved
setups would have allowed obtained rein-
forcement rate easily to catch up with sched-
uled reinforcement rate, because delays be-
tween setups and subsequent reinforced
responses would not cumulate. Computers
provide convenient means to avoid this arti-
fact (e.g., by incrementing a variable with
each setup and decrementing it with each re-
inforcer). Yet contemporary VI programs still
often preserve such artifactual procedural de-
tails, even though those details arose solely
because of the limitations of electromechan-
ical programming equipment. Some of their
effects have yet to be assessed through exper-
imental analysis.

Using our earliest experimental results,
George and I wrote, submitted, and then
withdrew our first manuscript on the VI re-
search in 1961. We decided that one compre-
hensive paper was preferable to several short
ones, and so collected more data. But soon it
was time for us to move on. He took a faculty
position at the University of Chicago; I went
on to 2 years of psychopharmacology re-
search at the Smith, Kline & French Labora-
tories in Philadelphia and then to the Uni-
versity Heights campus of New York
University. We did not see each other often,
but we continued working together through
mail and phone on a manuscript based on
our collaborative work. In successive drafts,
we condensed theory and considerably ex-
panded empirical content, and several revi-
sions and editorial reviews culminated in a
JEAB monograph supplement (Catania &
Reynolds, 1968). We were gratified when it
was later chosen as a citation classic by the
Institute for Scientific Information (Catania
& Reynolds, 1980, p. 16). Most citations of
the monograph were probably to the second
of our two appendixes, which provided a ra-
tionale and formula for constructing VI
schedules that generated constant response
rates: Our schedule finitely approximated the
output of a random generator.

At the time I write this, I have not yet
closed down the pigeon laboratory at UMBC,
though it operates on a very small scale. In
all the intervening years I have often had rea-

son to be grateful that Skinner had left us
free to select our own research directions in
his laboratory. Those opportunities to con-
duct our own research were crucial aspects of
our early careers, and the subsequent behav-
ior they engendered testifies to the potency
of the reinforcers they provided. Finding out
about behavior surely must have been one of
the primary reinforcers of our laboratory be-
havior, because other kinds of academic re-
inforcers were few and far between in those
later lean years when behavior analysis was of-
ten said to be a dead or dying part of psy-
chology (if academic recognition had been
the crucial reinforcer, we would all have be-
come cognitive psychologists years ago). The
Harvard Pigeon Lab is now long gone, but
with the burgeoning applications made pos-
sible by behavior analysis coming into their
own, we can look forward to a new watershed
on the other side of which our field will move
back into the mainstream where it belongs.
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APPENDIX A
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APPENDIX B

‘‘PSYCHO CITY SAGA’’ EXCERPTS

1. Sung by the Preacher (PR), Filthy Freddy,
assisted by Gentle Julius (GJ),
a young townsperson,
and Leaky Lou (LL), his sidekick,
to the tune of ‘‘What Is America to Me?’’
PR: What is psychology to me?

GJ: A field

LL: A name

PR: A man I see
And I think that that man is me.
That is psychology to me.

The chair I sit in, its name is Edgar Pierce
I got it with reinforcement, and the competition

was fierce
I reinforced the trustees, with a good contingency
Now I’m a rich professor that’s psychology to me.

GJ: Now he’s a rich professor, that’s psychology to
he.

LL: Tell us more, big daddy.

PR: And when my holy fluid, begins to take hold
I’ll shape all men’s behavior, and make them in my

mold
And then I’ll be your Frazier, your holy S-dee,
And Smutty’s your S-delta, and on him you should

pee.

First there was Helmholtz, then Darwin, Freud,
and James

And now there is your truly, he ranks with the
greatest names

And with my great elixir, I will all your troubles
heal

So gather round me brethren and with your sav-
iour kneel.

J&LL: (Kneeling) Amen.
PR: What is psychology to you?
A box? A maze?

GJ: A Skinner brew
And we know what that brew can do.

LL: Is that that right answer, big daddy?

PR: The lab we’ll work in, the people we’ll control,
And as our first project we’ll extinguish Smutty’s

soul

GJ: We’l1 put him on Sidman avoidance, and give
him ECS

All: We’ll make the whole world over, that’s psy-
chology to us.

PR: My dear brethren, you are saved.

2. Sung by the preacher, Filthy Freddy,
to the tune of ‘‘You Can’t Get a
Man with a Gun‘‘
Oh the head of this outfit is a violent man
A hard tyrant, a ruthless big shot!
I am here to reform him in what manner I can
Does that mean I should shoot him, or not?

I was still in the nursery when I learned in my ver-
sery

Laws of science aren’t easily won
But Big Smutty thinks that science is a matter of

compliance,
That its laws can be made with a gun.

Some say that apparatus is the only thing that mat-
tas

Any setup less than perfect they shun
But ol’ Smutty doesn’t care if the lab’ratory’s bare
Just as long as experiments get done!

Where’s my gu-un?
Where’s my gu-un?
Should I lay down the law with my gun?

Smutty’s such a belly-acher, a logarithmic trouble-
maker

He thinks browbeating subjects is fun
He demands a power function, prods men on with-

out compunction
But now he’s about to go out in a spout
Of hot retribution from my gun!

But wait, just a minute, there is really nothing in it
There are better ways than shooting someone
Take be-havioristics, it’s lots better than ballistics
Valid laws aren’t made with a gun!

I think that instead you’ll see me put him on a
schedule

And condition him A-number one.
Though the curves may look awful his behavior will

be lawful
And the law won’t depend on a gun!

On a gu-un
On a gu-un
You just can’t depend on a gun.

Oh, the likelihood is ample that he’ll follow my
example

And hereafter will violence shun
A better man he’ll be, and it’ll all be ’cause of me,
Yes at work and at play he will say every day
That you can’t make a law with a gun.

3. Sung by Gentle Julius,
to the tune of ‘‘Home on the Range,’’
in countr y style, gently
Don’t give me a home where the buffalo roam
And the skies are not cloudy all day
I live in the lab where the people all crab
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And I like it much better that way.

Oh give me a home in the great pleasure dome
Where S-dee and S-delta abound
I love the time clocks that program the box
And the relays that chatter all ’round.

Home, home in the lab
Where the rat and the white carneaux play
Where never is heard a discouraging word
You’re just shot if you get in the way.

Yes that’s why I say that I’ll never stray
And in steadfastness I’ll never fail
I’ll stay right at eighty percent body weight
And follow the reinforcement trail.

Oh I’ll never swerve from the cumulative curve
That tells me that I’m on home ground
Let others declare, ‘‘Give me sun and fresh air,’’
Right here’s where I’ll always be found.

Home, home in the lab
Where the rat and the white carneaux play
Where never is heard a discouraging word
You’re just shot if you get in the way.

4. Sung by Smutty Smitty and
Filthy Freddy to the tune of
‘‘People Will Say We’re in Love’’
Smutty: Please have a drink with me
Julie would like it so
End our antipathy
Maybe we both can be right.

Freddy: I’ll have a drink of yours
If you’ll have one of mine,
Without regrets, of course.
Maybe we both can be right.

Both: We’ll try each other’s drink,
It can’t be bad as all that,
And we will begin to think
Maybe we’re both right at that.
(They drink)

Both: Our drinks identical,

We’ve been the same all along.
How coincidental,
It seems we both have been right.

5. Sung by the entire cast to
the tune of ‘‘Oklahoma’’
Psycho City, where the newest power functions

grow
It’s the quantum town
Which has won renown,
And we know that Smutty’s made it so.

Psycho City, run by Smutty Smitty and his crew
(Power functions!)

He’s got Big Joe’s gun
To make brave men run,
And there’s sheriff Dirty Eddie, too.

Subjected to all kinds of laws,
All we subjects will work without pause,
Because we know (yeah!) that Smutty’s said it’s so

(yeah!)
And since he said it,
We’ll go on turning out functions and we’ll func-

tion—okay!

Psycho City, where it’s pigeons that will run the
show,

Reinforcement’s tops,
And it never stops
And we know that Filthy’s made it so.

Psycho City, run by Filthy Freddy and his guys (Re-
inforcement!)

There is Leaky Lou
Set to pee on you,
And there’s Julie here to theorize.

Oh, the lab we belong to is drab,
And the price of a coke is a joke.
But still we know (yeah!) that we’re stuck in it, so

(yeah!)
Since we are in it
We’ll keep collecting our data, it won’t matta—at

all!


